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was newly arrived to the region. Temporal trends were
examined across three time intervals. Some caveats are listed
below.

Data (mainly from news media reports, which often have a
wealth of descriptive detail) were available for only some of
the events listed in PerilAUS and the NCIS dataset; none were
available from the ABS. The percentage of deaths for which
any data on circumstances are known for 1844–1899 is 52.1%

(411 known out of 789 total deaths). Equivalent percentages for
1900–1955 and 1956–2010 are 7.3% (245 out of 3345 total) and
69.0% (827 out of 1198) respectively. These figures give an
indication of trends but should be viewed with some caution
due to the relatively low numbers involved.

As might be expected, most heat-associated deaths for
which data are available have occurred outdoors (Table 3):
however, this proportion is decreasing over time. This could be
due to people working and spending less time outdoors than in
earlier years and/or to a better understanding of potential
dangers of heat and how to minimize them. However, those
listed as dying indoors include some in hospital, or for whom

the implication was they had recently moved indoors from
outdoors: in many cases there was insufficient information to
determine exactly what sort of temperature exposure had
been experienced.

Table 3 shows changes according to other vulnerabilities,
including a reduction in deaths occurring in rural locations; a
number of these are also confounded by changing demo-
graphics. The overriding risk factor, however, is the vulnera-
bility that comes with being very old.

3.1.6. Occupation
Data on occupation was available for only 7%, or 362, of the
5332 heat-associated deaths and therefore limited results
were considered representative enough for discussion. None-
theless, the proportion of those recorded as working at time of
death has decreased over the period of study: from at least
26.6% (of those known) in 1844–1899 and at least 24.5% in
1900–1955 to at least 5.7% and exactly 9.4% in 1956–1999 and
2000–2010 respectively.

While labouring and/or working outdoors pose the most
consistently at-risk professions across all time intervals,
indoors occupations that have presented a risk on days of

extreme heat are mining and, in the earlier years, food
preparation. Both occupations are subject to lack of ventilation
and hot working conditions.

3.2. Significant heat events

Table 4 lists the most catastrophic heat events in terms of
fatalities that have occurred since European settlement of

Australia. Events have been included if they caused 20 or more
fatalities. As with other natural hazards (e.g., Blong, 2005;
Coates, 1996; Haynes et al., 2010b), a large percentage of deaths
has occurred in a small number of events. In the case of
extreme heat, available PerilAUS data (and using ABS data for
all post-1906 years bar 1959 and 2009) suggests that 1837
deaths have occurred in just 11events since 1844: approxi-
mately 34.5% of the 5332 known deaths. Using the more
reliable data from 1900 this percentage becomes 30.3% in just
nine events: 1380 out of an estimated 4555 deaths.

3.3. Comparison with other Australian natural hazards

Table 5 shows that extreme heat has been responsible for
approximately 55% of all listed natural hazard fatalities
recorded in PerilAUS from 1900: more than any other natural

Table 5 – Comparison of fatality totals with other
Australian natural hazards (from PerilAUS).

Natural hazard Deaths
1900–2011

% total natural
hazard deaths

1900–2011

Extreme heat 4,555 55.2
Flood 1,221 14.8
Tropical cyclone 1,285 15.6
Bush/grassfire 866 10.5
Lightning 85 1
Landslide 88 1.1
Wind storm 68 0.8
Tornado 42 0.5
Hail storm 16 0.2
Earthquake 16 0.2
Rain storm 14 0.2

Table 4 – Significant heat events in Australia, 1844–2011 (from PerilAUS).

Date of event Area affected Total heat-associated deaths

January–February 1879 NSW, Vic 22
October 1895–January 1896 WA, SA, Vic, Qld, NSW 435
January 1906 NSW, SA 28
January 1908 Vic, SA, NSW 213
January 1939 NSW, Vic, SA 420a

January 1940 Qld, NSW 65
February 1955 Perth (WA) 30
January–February 1959b Melbourne (Vic) 145c

January 1960 Greater Sydney (NSW) 25
January 2000 Southeast Qld 22
January–February 2009b Vic, SA 432
Total deaths 1837

a The literature reports different totals: Gentilli (1980) quotes ABS total for the entire year, the figure used here is from PerilAUS.
b Two separate events.
c The figure used here is from a Bureau of Meteorology report (Rankin, 1959).
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magnitude of events were at least 3 consecutive days is above the
calendar-day 90th percentile for maximum temperature for 1981–
2010. This index can then be broken down into sub-heatwaves, and var-
ious calculations of magnitude. Stefanon et al. (2013) use the 95th per-
centile of daily temperature, with sub-categories for the length of events
and their spatial distribution. Coming from a meteorological perspec-
tive, Nairn and Fawcett (2013) combine daily minimum andmaximum
temperature into a single variable, and compare how anomalous a
three-day averaged window is to the climatological 95th percentile, as
well as to the prior month (see Table 3).

While it is evident that a large number of climate-based studies have
identified heatwaves as multi-characteristic events, there are also stud-
ies that consider single characteristics, such as intensity (e.g., Hoerling
et al., 2013), duration (e.g., Diffenbaugh, 2005; Diffenbaugh et al.,
2005) or frequency (e.g., Della-Marta et al., 2007a) to represent
heatwaves. Some studies even use monthly instead of daily tempera-
ture (e.g., Coumou and Rahmstorf, 2012), or the ETCCDI indices (see
Table 2) to analyze heatwaves. Indeed, it seems that almost, if not
every climatological study that looks at heatwaves uses a different
metric.

Heatwave definitions within the impacts community are no better.
Many indices tend to be constructedwith a certain impact group or sec-
tor in mind (e.g., human health, wildlife, agriculture, bushfire/wildfire
management, transport, power), are generally too complex or special-
ized to be transportable across groups, or to climatological data. An ex-
ample of this are indices within the human comfort and health sector.
The Predicted Mean Vote (PMV; Fanger, 1970) and the Physiological
Equivalent Temperature (PET; Mayer and Höppe, 1987) have been
employed on small temporal and spatial scales to examine heat stress
and human morbidity (e.g., Matzarakis et al., 1999; McGregor et al.,
2002; Pantavou et al., 2008), and are, to the untrained eye, very similar.
Both PMT and PET are based on the human energy balance and include a
wide range of variables such as themetabolic rate and clothing factor of
an individual. Apparent temperature, also known at the ‘heat index’
(Steadman, 1979, 1984) is calculated from temperature and relative hu-
midity, allowing for the determination of what conditions feel like to a
person undertaking minimal work. These indices have been tailored to
this specific sector, and particularly in the case of PET and PMV, are nei-
ther useful for most others, nor can they be readily derived from clima-
tological data (apparent temperature may be calculated for some
regional climates). These traits are very similar across many sector-
based indices.

Without consistency among impacts sectors or the general climato-
logical community (let alone across these two groups), can we ever

follow in the steps of ETCCDI, andmove toward a consistent framework
in which to measure heatwaves?

Most papers studying heatwaves state there is no universal defini-
tion in which to measure these events, however also state that they
are prolonged periods where temperatures are excessively hotter than
normal. Despite the plethora of metrics used to measure heatwaves,
there are indeed some similarities across the board. Although an obvi-
ous one, all definitions consider at least one form of temperature
(daily minimum, maximum or average). To consider prolonged events,
the majority of studies, particularly modern ones require a number of
consecutive days where a particular threshold is exceeded, and most
of these thresholds revolve around the upper tail of a temperature dis-
tribution. An advantage of using relative-based thresholds such as
high percentiles, allow for the measurement of heatwaves across all lo-
cations, andwhen using a calendar-day percentile, can be relative to the
time of year (sometimes referred to as warm spells).

A general heatwave framework has been constructed by Perkins and
Alexander (2013) and Perkins et al. (2012), seeking to reduce the pleth-
ora ofmetrics employed formeasuring heatwaves andwarm spells. The
framework employs three separate baselines fromwhich heatwaves are
measured (daily minimum and maximum temperature, and the excess
heat factor; Nairn and Fawcett, 2013) and use a calendar-day 90th per-
centile for all three baselines to determine at least three days in a row
where the threshold is exceeded. Based on Fischer and Schär (2010),
each definition is broken down into seasonal characteristics including
the number of heatwave days, the number of discrete events, length
of the longest event, themean eventmagnitude and the highestmagni-
tude. Fig. 2 presents a schematic of the heatwave characteristics sug-
gested by Perkins and Alexander (2013). The framework is designed
such that other characteristics may also be calculated if required (e.g.,
commencement of heatwave season, spatial extent).While no novel in-
dices were proposed, this framework succeeds in reducing the amount
of heatwave metrics in general, and balances what is available and re-
quired from the climatological and impacts sectors, respectively. For ex-
ample, 3 days length is sufficient for impacts on particular sectors, (see
Perkins and Alexander, 2013). While the definitions quantitatively dif-
fer and will therefore be most suitable for different impacts purposes,
the qualitative information derived across all definitions (e.g., global
trends) is similar (see Section 4; Perkins et al., 2012).

A restraint of the metrics used to measure heatwaves is very neces-
sary, andwhile not necessarily perfect, has been proven possible via the
work of Perkins and Alexander (2013). Using a consistent framework
has an imperative advantage of measuring past, current and future
changes in heatwaves in a comparable manner. However, heatwaves

Table 3
Examples ofmore recent specific heatwave indices proposed in the climate science literature.While there are some commonalities between the indices, no two studies haveused the same
index. This can make it very difficult to compare changes in heatwaves at regional scales, particularly when interested in a number of characteristics.

Study Index description Heatwave characteristic measured

Meehl and Tebaldi (2004) “Worst” 3-day event:—the hottest 3 consecutive nights per year Intensity
Meehl and Tebaldi (2004) Exceedance index—longest period where maximum temperature is above the 97.5th

percentile for at least 3 days; average daily maximum temperature across the event is
over the 97.5th percentile; all days are above the 81st percentile.

Duration

Fischer and Schär (2010) AT105F—number of days where apparent temperature (relative humidity and
temperature combined) exceeds 40.6 °C

Frequency, intensity

Fischer and Schär (2010) Multi-measurement index—periods of at least 6 days where maximum temperature
exceeds the calendar day 90th percentile (15 day calendar window). Per summer, the
total number of events; the hottest day of the hottest event; the length of the longest
event; and the sum of all heatwave days are calculated

Frequency, intensity, duration

Fischer and Schär (2010) CHT—combined hot days and tropical nights (see Table 1) Frequency, intensity
Vautard et al. (2013) Periods of various length where daily mean temperature is above the 90th percentile Frequency, intensity, duration and persistence
Schoetter et al. (2014) At least 3 days above the 98th percentile of maximum temperature Cumulative intensity (calculated via mean intensity

and extent, as well as duration)
Stefanon et al. (2013) Exceedance of the calendar-day (21-days) 90th percentile of maximum temperature Spatial extent, duration
Nairn and Fawcett (2013) At least 3 consecutive days where temperature (the average of the maximum and

minimum) exceeds the climatological 95th percentile, and is anomalously warm
compared to the prior month

Intensity, duration, spatial extent
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spatial sampling [e.g., King et al., 2013]. In the present study, we mask out these data sparse areas (shaded
white in Figure 1; grey in all other figures). We perform our analysis on a 0.5°× 0.5° grid, created via
bilinear interpolation from the original 0.05°× 0.05° grid. A heatwave season is defined as November to
March, since high-impact events can occur outside the classical Austral summer months (i.e., December to
February) [Australian Bureau of Meteorology, 2013, 2014]. All analyses were performed for heatwave
seasons commencing within the period 1911–2012 (i.e., 1st November 1911 to 31st March 2013). This
incorporates interdecadal natural variability by offering results over a considerable temporal extension
compared to previous similar studies [e.g., Min et al., 2013; Parker et al., 2014b].

2.2. Heatwaves

In order to measure heatwaves, the excess heat factor (EHF) definition is used [Nairn and Fawcett, 2013; Perkins
and Alexander, 2013]. We use the EHF since it is the index employed by the Australian Bureau of Meteorology in
forecasting heatwaves and because it includes important features of heatwave manifestation. This includes the
buildup of heat on the days leading up to an event by quantifying how anomalous an event is compared to the
priormonth as well as a climatological threshold. The EHF is defined in detail byNairn et al. [2009] andNairn and
Fawcett [2013]. This index is based on two excess heat indices: EHI(accl.) and EHI(sig.):

EHI accl:ð Þ ¼ Ti þ Ti%1 þ Ti%2ð Þ=3% Ti%3 þ …þTi%32ð Þ=30 (1)

EHI sig:ð Þ ¼ Ti þ Ti%1 þ Ti%2ð Þ=3% T90 (2)

where Ti is the average daily temperature for day i, and T90 is the calendar day 90th percentile based on a 15
day window centered on Ti. The average daily temperature is defined as the average of Tmin and Tmax within a
24 h cycle (9A.M. to 9A.M.). Note that the 90th percentile calendar day thresholds are calculated for a base
period that spans 1961–1990. This base period is chosen as it is the standard used by the Australian
Bureau of Meteorology and allows for a standardized quantification of weather and climate across regions,
variables, and time, while taking into account climate variability influences and available observations. EHI
(accl.) describes the anomaly over a 3 day window against the preceding 30 days and is a measure of the
potential acclimatization through comparison with previous conditions. EHI(sig.) describes the anomaly of
the same window against a climatological extreme threshold and flags particularly warm conditions.
Therefore, the respective EHI(sig.) and EHI(accl.) on day i is dependent on the previous two days; cool daily
average temperatures on days i% 1 and i% 2 may reduce the overall average across the 3 day window,
which will impact the climatological/acclimatization anomaly on the day of interest. Equations (1) and (2)
are then combined to derive EHF:

EHF ¼ max 1; EHI accl:ð Þ½ ' ( EHI sig:ð Þ (3)

where positive values of EHF define heatwave-like conditions for day i. For a heatwave to occur, EHF must be
positive for at least three consecutive days (i.e., i, i+ 1 and i+ 2). Prior to defining heatwaves, both Tmin and
Tmax are linearly detrended to remove any anthropogenic warming signal so that relationships with
climate variability modes can be appropriately examined.

Figure 1. Climatology of Australian heatwave characteristics using AWAP data set over 102 (commencing in years 1911–2012) extended summers (November to
March). (a) Frequency of heatwave days, HWF (days). (b) Duration of the yearly longest heatwave, HWD (days). (c) Intensity of the hottest heatwave, HWA (°C2).
(d) Onset of the first heatwave each year (days from 1st November.)
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3.2. Difference in Heatwave Composites of Mode Phases

Figure 3 presents differences in composites of HWF, HWD, HWA, and HWT between El Niño and La Niña
(Figures 3a–3d), and El Niño and neutral (Figures 3e–3h) phases, defined by Niño3.4. Spatial patterns are
very similar to the respective panels in Figures 2a–2d, where areas of positive correlations generally
show increased magnitudes of the respective heatwave characteristic, and the opposite for negative
correlations. This especially applies to the differences between El Niño and La Niña phases (Figures 3a–3d),
where statistical significance is also similar to Figures 2a–2d. Specifically, significantly more heatwave days
occur in northern and eastern Australia during El Niño phases compared to La Niña (Figure 3a), where
some areas of northeast Australia experience nine more heatwave days during El Niño. Moving
southwards, this anomaly reduces to 2–7 more heatwave days during El Niño. There is also a positive
anomaly of 2–3 days per season over south Western Australia and a negative anomaly of one heatwave
day per season in the southeast, although both anomalies are nonsignificant. A similar pattern is evident
in Figure 3e (difference in El Niño and neutral HWF composites), although anomalies are generally
between 1 and 5 heatwave days per phase and are mostly nonsignificant. HWD is generally longer in El
Niño phases compared to La Niña (Figure 3b) and neutral (Figure 3f) phases over northern and eastern
Australia. This anomaly reaches up to 4 days in the far north and far northeast (Figure 3b) but only 1–2
nonsignificant days elsewhere. Interestingly, there is a small negative anomaly (!1 day) in southeast
Australia in Figure 3b; however, this relationship is nonsignificant.

Figure 2. Correlation between each large-scale mode index and heatwave index. Large-scale modes indices are arranged in rows: (a–d) ENSO, (e–h) IOD, and
(i–l) SAM; and heatwave characteristics are arranged in columns: (a, e, and i) HWF, (b, f, and j) HWD, (c, g, and k) HWA, and (d, h, and l) HWT. Hatching indicates
statistical significance at the 5% significance level using the Kolmogorov-Smirnov test.
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Correlations between ENSO and HWF, HWD, HWA, and HWT, respectively, with hatching indicating 
statistical significance.
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mode and ASM against each heatwave characteristic. While the strength and significance of ENSO, SAM, and
IOD correlations with each heatwave characteristic are closely aligned with Figure 2, ASM is significantly
correlated against all characteristics over all three regions. Within each region, these correlations are of
similar magnitude between HWF, HWD, and HWA, meaning that local soil moisture prior to the heatwave
season has similar influences of seasonal heatwave frequency, duration, and intensity. Correlations are
positive for HWT (i.e., dryer local soil means earlier heatwaves, similar to Figure 9d) and negative for HWF,
HWD, and HWA (i.e., dryer local soil means more heatwaves, and longer, and more intense within a
season). Moreover, the strength of these correlations is greater by ~20% for heatwave frequency, duration,
and intensity over subregions of New South Wales (NSW) and Queensland (QLD) compared to Victoria
(VIC). That is, the magnitude of antecedent soil moisture, at least on the timescales and spatial scales
investigated here, is less strongly tied to heatwaves over VIC than NSW and QLD.

Figure 9. (a–d) Correlations with antecedent soil moisture, and HWF, HWD, HWA, and HWT, respectively, with hatching indicating statistical significance.
(e–f) Difference between the respective negative and positive ASM composites of HWF (units are days), HWD (units are days), HWA (units are °C2), and HWT
(units are days), with hatching indicating statistical significance. (i–h) The occurrence of extreme heatwave seasons following negative ASM for HWF, HWD, HWA, and
HWT, respectively.
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Correlations between antecedent soil moisture with HWF, HWD, HWA, and HWT, respectively, with 
hatching indicating statistical significance.
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its intensity has been linked to the preceding drought (Dole et al.,
2011; Matsueda, 2011; Grumm, 2011).

Over Australia, a small number of studies have addressed how
heatwaves have changed over time. From 1950–2013 the number of
heatwave days during each summer increased by 1–2 days/decade
overmuch of the continent (Fig. 13), with trends further increasing dur-
ing the latter 40 years (Perkins and Alexander, 2013; Steffen et al.,
2014). The number of discrete events as well as heatwave duration

has also increased, however by a lesser degree, since both rely upon a
change in heatwave days. Significant increases in peak intensity were
also detected for much of eastern Australia, and heatwaves occur earlier
over many regions (Perkins and Alexander, 2013; Steffen et al., 2014).
However, such changes are not uniform across the country, with some
locations experiencing large increases in heatwave days, and others in
intensity (Steffen et al., 2014). Themost recent literature is qualitatively
in agreement with earlier studies that employ different definitions and

Fig. 13. Trends in the number of heatwave days (during November–March) over Australia between 1950–2013. Units are in days/decade, hatching indicates significance at the 5% level.
This is an updated version of Fig. 3 h in Perkins and Alexander (2013).

Fig. 12. Trends in themaximumsummer heatwave length over Europe over 1880–2007. Red (black) indicate significant (nonsignificant) trends at the 5% level. Trends are in days/decade.
Taken from Fig. 7d of Della-Marta et al. (2007b).
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Recent Heat Wave Trends

Trends in the number of heat wave days (November–March) between 1950 – 2013.  
Units are in days/decade, hatching indicates significance at the 5% level.



(Alexander et al. 2013) results in a larger increase in
HWF and HWD compared to the southern regions. As
such, future changes in HWF and HWD over tropical
regions should be interpreted with caution (Perkins
2011), as noted for observed trends (Nairn and Fawcett
2013). As with the RCP8.5 HWF changes, the meridional
gradient of change for HWD is much stronger than for
RCP4.5, suggesting that an amplification of greenhouse

warming is most influential on the spatial variations of
heat waves. Again, trends over Tasmania oppose this
pattern of change; however, it should be noted that the
coarse resolution of themodels places greater uncertainty
over regions such as this island state, whose climate is
influenced by its coastal and mountainous environment.
As such climate downscaling is generally used to over-
come these biases (Grose et al. 2010).

FIG. 3. Summer heat wave metric increases over 2081–2100, compared to the 1950–2005 climatology, for (left)
RCP4.5 and (right) RCP8.5: (a),(d) HWF, (b),(e) HWD, and (c),(f) HWA. Stippling indicates where the 2081–2100
and 1950–2005 climatologies are not significantly different at the 95% confidence level (i.e., most regions are sig-
nificant) based on a Mann–Whitney U test.
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Time lagged composite on 350 K. (a) pv anomalies (PVU) (shaded). (b) meridional wind anomalies 
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geopotential height anomalies (purple contours). (b) Depth averaged diabatic heating.
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Heat waves are characterised by upper-level anticyclonic anomalies, which evolve from 
propagating Rossby wave packets generated upstream several days earlier.
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(Mueller and Seneviratne, 2012), where the relationship is stronger
where rainfall (and therefore soil moisture) is consistent and plentiful.
When soil moisture decreases in these regions, extreme temperatures
are more likely. In order for extreme summertime temperatures to
occur over Europe, the preceding winter and spring must be dry
(Durre et al., 2000; Quesada et al., 2012). This causes antecedent dry
soil moisture conditions, and, when combined blocking highs, the posi-
tive feedback amplifies. Few hot days will occur if antecedent soil mois-
ture is present but there is a lack of blocking highs, yet no hot days will
occur if soil moisture is high, despite what weather systems occur (see
Fig. 6).

This area of heatwave research has held a solid European focus. Dry
conditions increased the 2003 heatwave intensity by up to 40% (Fischer
et al., 2007a, 2007b), and a positive feedback situation between soil
moisture, circulation (i.e., the resulting synoptics) and temperature
has been detected for both individual events and climatological studies
on European heatwaves (Fischer et al., 2007a, 2007b; Vautard et al.,
2007; Zampieri et al., 2009). Specifically, large-scale advection during
the daytime continues to dry out already desiccated soil, while entrain-
ment allows for a continual build-up of heat in the vertical profile
(Stefanon et al., 2013; Miralles et al., 2014; see Fig. 7). The strength of
the coupling between dry soil and the atmosphere can vary dependent
on the event (Miralles et al., 2012), however was also a fundamental in-
gredient in the “mega heatwaves” over Europe in 2003 and Russia in
2010 (e.g., Fischer et al., 2007a, 2007b; Miralles et al., 2012, 2014).

Longer lasting heatwaves also have a clear link to local soil moisture
deficits (Lorenz et al., 2010). Furthermore, very dry antecedent condi-
tions can exacerbate larger-scale influences on extreme heatwaves,
such as oceanic influences (Ferranti and Viterbo, 2006). Quantifying

the soil moisture/temperature is challenging, however this coupling is
certainly much tighter for temperatures of rare occurrence (Hirschi
et al., 2011)—that is, soil moisture deficit plays an integral role in
reaching very extreme temperatures. Over North America, desiccated
soil moisture is also found to have an influence on severe temperature
extremes (Diffenbaugh et al., 2005). Specifically, a severe rainfall deficit
contributed to the 2011 Texas drought, where rainfall 8months prior to
the summer was less than half of the long term average (Hoerling et al.,
2013). A relationship between droughts and extreme temperatures, as
well as antecedent soil moisture and heatwaves over Australia has
also been identified (Nicholls and Larsen, 2011; Nicholls, 2012;
Perkins et al., in review).

It is clear via the pioneering work conducted over Europe (and to a
lesser extent North America) that the land surface has an integral role
to play, in acting like a switch as to whether a heatwave will occur, as
well as its length and intensity. However there remain large gaps in
our knowledge on this topic, particularly regarding the quantification
of land surface/heatwave coupling over other global regions. Given the
large impacts of heatwaves (see Section 1), such focus should be high
research priority, to better aid in the prediction and preparedness of
these events.

3.3. Climate variability and large-scale teleconnections

The role of climate variability in heatwave manifestation is an area
where specialized studies are largely still required. Indeed, there are
only a handful of studies that investigate the relationships between cli-
mate variability and general temperature extremes at the global scale
(Kenyon and Hegerl, 2008; Alexander and Arblaster, 2009; Arblaster

Fig. 5. Changes in the role of the land surface on temperature when soils are wet (a) and dry (b). A smaller boundary layer and sensible heat flux, and an enhanced latent heat flux occurs
when soils are wet, however this is reversed under dry conditions. This explains in a simple context the coupling of drought and heatwaves. Taken from Fig. 1 of Alexander (2010).

Fig. 4. Observed upper-level high-pressure anomalies (500 hPa) during the heatwaves of (left) Chicago in 1995 and (right) Europe in 2003. Both anomalies are calculated against the
1948–2003 monthly averages of July, and August, respectively, the month when the heatwaves occurred. Taken from Fig. 3 of Meehl and Tebaldi (2004).
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Meehl, G.A., Tebaldi, C., 2004. More intense, more frequent, and longer lasting heat waves in the 21st 
century. Science 305 (5686), 994–997.

500 hPa height anomalies for heat waves in (left) Chicago 1995 and (right) Europe 2003.
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(a) Spatial density (black contours every % 10−6 km−2) and mean potential temperature change (K d−1) of 
trajectories on the heating branch at t = -24 h.  

Anomalies of (b) cloud liquid and (c) ice water path relative to climatology (shading in g m−2), composite 
mean of (b) cloud liquid and (c) ice water path (stippled where greater than 100 g m−2 and 50 g m−2, 

respectively. 
(b, c) 850-hPa potential temperature (black contours every 5 K) at t = -24 h. 

Heating branch at t = -24 h
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Figure 7. Difference in maximum 2 m temperature (TMAX) on 7 February 2009,
between each experiment and the control (experiment − CNTL) started at (a)
5 days, (b) 10 days, and (c) 15 days lead time. Positive values indicate that the
experiment was warmer than the control (CNTL) simulation.

Figure 9(a) shows the presence of the upper-level anticyclone
to the east, covering a large part of the centre of the continent,
north of the upper-level cyclone south of the Great Australian
Bight. There is also a weak upper-level cyclone near Darwin
(Figure 1). The central interior of the continent was mostly dry
with latent heat fluxes close to 0 W m−2 (Figure 9(b)) and sensible
heat fluxes between 100 and 150 W m−2 (Figure 9(c)). Elsewhere,
over the northern Tropics, along the southeast Australian coast
and central Western Australia, latent heat fluxes were between
100 and 150 W m−2, reflecting the average precipitation pattern
(Figure 5(a)).

At 5 days lead time, there is a gradual increase in the 500 hPa
GPH over the centre of the continent as soil moisture is decreased
from −5 to −25% (Figure 10(a), top panels), showing an
intensification of the upper-level high. The opposite is true
for the experiments with increased soil moisture and this can
explain the overall increase (decrease) in TMAX with decreased
(increased) soil moisture (Figure 7(a)). The increase (decrease) in
500 hPa GPH over the centre of the continent is accompanied by

Figure 8. As Figure 7, but averaged between 3 and 7 February 2009 (i.e. mean
over the 5 day period to the peak of the event).

a decrease (increase) in the 500 hPa GPH to the north of the con-
tinent near Darwin (Figure 1) especially noticeable for the −25%
experiment (Figure 10(a), top right panel (−25% − CNTL)).
This can explain the decrease (increase) in TMAX with decreased
(increased) soil moisture (Figure 7(a)) over this region (Figure 7).
There is also a gradual increase (decrease) in 500 hPa GPH over
the ocean to the northeast of the continent and additionally,
the experiments with increasing soil moisture also show an
increase in 500 hPa GPH south of the Great Australian Bight
(Figure 10(a), bottom panels). These changes in 500 hPa GPH
over the ocean indicate that perturbing soil moisture over
land not only influences the upper-level anticyclone over the
continent, but this in turn influences the surrounding upper-level
cyclonic systems. This ‘dipole-like’ effect in the 500 hPa GPH
has also been found by Fischer et al. (2007), especially when soil
moisture in increased (Figure 8(c) of Fischer et al., 2007).

To understand the drivers of the changes in the 500 hPa GPH,
we examined the changes in the surface heat fluxes as shown in
Figures 11(a) and 12(a). Over the land, decreasing (increasing)

c⃝ 2015 Royal Meteorological Society Q. J. R. Meteorol. Soc. 141: 3118–3129 (2015)
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Difference in maximum 2 m temperature (TMAX) on 7 February 2009, between each experiment 
and the control (experiment − CNTL) started at (a) 5 days, (b) 10 days, and (c) 15 days lead time. 

Positive values indicate that the experiment was warmer than the control (CNTL) simulation.

Increases in soil moisture increase the maximum 
temperature over SE Australia
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