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ACCESS-S1 will be the next version of the Australian Bureau of Meteorology's 
seasonal prediction system, due to become operational in early 2018. The multi-
week and seasonal performance of ACCESS-S1 has been evaluated based on a 
23-year hindcast set and compared to the current operational system, POAMA. 
The system has considerable enhancements compared to POAMA, including 
higher vertical and horizontal resolution of the component models and state-of-
the-art physics parameterisation schemes. ACCESS-S1 is based on the UK Met 
Office GloSea5-GC2 seasonal prediction system, but has enhancements to the 
ensemble generation strategy to make it appropriate for multi-week forecasting, 
and a larger ensemble size. 

ACCESS-S1 has markedly reduced biases in the mean state of the climate, both 
globally and over Australia, compared to POAMA. ACCESS-S1 also better 
predicts the early stages of the development of the El Niño Southern Oscillation 
(through the predictability barrier) and the Indian Ocean Dipole, as well as mul-
ti-week variations of the Southern Annular Mode and the Madden-Julian Oscil-
lation — all important drivers of Australian climate variability. There is an 
overall improvement in the skill of the forecasts of rainfall, maximum tempera-
ture (Tmax) and minimum temperature (Tmin) over Australia on multi-week 
timescales compared to POAMA. On seasonal timescales the differences be-
tween the two systems are generally less marked. ACCESS-S1 has improved 
seasonal forecasts over Australia for the austral spring season compared to 
POAMA, with particularly good forecast reliability for rainfall and Tmax. How-
ever, forecasts of seasonal mean Tmax are noticeably less skilful over eastern 
Australia for forecasts of late autumn and winter compared to POAMA.   

The study has identified scope for improvement of ACCESS-S in the future, 
particularly 1) reducing rainfall errors in the Indian Ocean and Maritime Conti-
nent regions, and 2) initialising the land surface with realistic soil moisture ra-
ther than climatology. The latter impacts negatively on the skill of the tempera-
ture forecasts over eastern Australia and is being addressed in the next version 
of the system, ACCESS-S2. 
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1 Introduction 

The Bureau of Meteorology (BoM) has routinely made coupled model seasonal forecasts with POAMA (Predictive Ocean 
Atmosphere Model for Australia) since 2002. From May 2013 the official BoM seasonal outlook for Australian climate 
has been based on the POAMA-2.4 system (Hudson et al. 2013).  Substantial improvements in forecast accuracy, reliabil-
ity and products from the POAMA system have been made since its initial inception in 2002. These improvements stem 
from upgrades to the ocean assimilation (Yin et al. 2011), atmosphere-land initialisation (Hudson et al. 2011) and to the 
ensemble approaches to sample both observational (Hudson et al. 2013) and model uncertainty (Wang et al. 2011; Lang-
ford and Hendon 2013). However, no change has been made since 2002 to the basic coupled atmosphere-ocean-land sur-
face model in the forecast system.  As a result, POAMA has become outdated both in terms of parameterised physics that 
were based on model developments in the 1990’s, and horizontal and vertical resolution that was limited by available 
computing resources in the early 2000’s.   

To address these shortcomings, BoM is making a major upgrade to the seasonal forecasting capability by implementing a 
new coupled-model seasonal prediction system, called ACCESS-S1 (the Australian Community Climate and Earth-System 
Simulator-Seasonal prediction system version 1), which is planned to replace POAMA in early 2018. The ACCESS-S1 
system is based on the UK Met Office’s global coupled model seasonal forecast system GloSea5-GC2 (Global Seasonal 
forecast system version 5 using the Global Coupled model configuration 2; MacLachlan et al. 2015), but includes some 
BoM enhancements to the ensemble generation strategy. The GloSea5-GC2 system is made available to BoM through the 
Unified Model Partnership, of which BoM is a core partner.    

The GC2 model (Williams et al. 2015) in the GloSea5-GC2 system includes a number of state-of-the-art features com-
pared to POAMA, especially substantially higher horizontal and vertical resolution in both atmosphere and ocean model 
components, improved atmospheric physics parameterization (e.g. Brown et al. 2012), a multi-level land surface model 
(Best et al. 2011), and an interactive multi-level sea-ice model (Hunke and Lipscomb 2010; Rae et al. 2015). GC2 has ~60 
km horizontal resolution (N216) in the mid-latitudes, which resolves details of orography and topography such as the Di-
viding Range in eastern Australia and the island state of Tasmania. It has 85 vertical levels with a fully resolved strato-
sphere. In comparison, POAMA has ~250 km horizontal resolution and seventeen vertical levels in the atmosphere, with 
only five levels in the stratosphere (above the 200 hPa level).  

The ocean model in GC2 (Madec 2008; Megann et al. 2014) is eddy-permitting, with a 0.25° horizontal resolution globally 
and 75 vertical levels that provides 1 metre resolution in the top 10 metres and 2 metre resolution between 10-20 metres. In 
comparison, the POAMA ocean model has a 0.5° latitude by 2° longitude resolution in the tropics reducing to 1.5° by 2° at 
the poles and with only 25 vertical levels (with ~15 metre resolution near the surface). The increased oceanic resolution in 
GC2 means that tropical instability waves are fully resolved, thus leading to improved depiction of the mean state and var-
iability in the tropical eastern Pacific (e.g., Graham 2014). Substantial improvements to the depiction of mixed layer pro-
cesses, coastal currents and upwelling zones, and other sub-surface processes associated with the El Niño Southern Oscil-
lation (ENSO) are also achieved. GC2 includes climate forcing of greenhouse gases with realistic time-variation, whereas 
greenhouse gas forcing is held constant in POAMA. 

The final version of the ACCESS-S1 system has been configured, tested and implemented, with hindcasts produced for the 
period 1990-2012. In this study we describe the multi-week (sub-seasonal/intra-seasonal) and seasonal forecast skill of 
ACCESS-S1 based on the hindcast set and make comparisons to POAMA, the system that it will replace. The real-time 
design of the ACCESS-S1 system is also described.  

2 ACCESS-S1 forecast system 

The key components of the ACCESS-S1 forecast system are summarised in Table 1.  The coupled model version and data 
assimilation for ACCESS-S1 are the same as the Met Office GloSea5-GC2 system (MacLachlan et al. 2015). The key dif-
ferences between ACCESS-S1 and GloSea5-GC2 are the ensemble size, method of ensemble generation, the hindcast size, 
and the real-time configuration, which are detailed below.  
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Table 1 The ACCESS-S1 forecast system 

Atmospheric model Global Atmosphere 6.0: The Unified Model (UM; Walters et al. 2017, 
Williams et al. 2015). 
 
Horizontal resolution: N216 (~60 km in the mid-latitudes) 
 
Vertical resolution: 85 levels 

Land surface model Global Land 6.0: Joint UK Land Environment Simulator (JULES; Best 
et al. 2011; Walters et al. 2017) with 4 soil levels

Ocean model Global Ocean 5.0: Nucleus for European Modelling of the Ocean 
(NEMO ORCA25 ; Madec 2008, Megann et al. 2014).  
 
Horizontal resolution: 0.25° 
 
Vertical resolution: 75 levels. Level thicknesses range from 1 m near 
the surface to about 200 m near the bottom (6000 m depth). 

Sea ice model Global Sea Ice 6.0: Los Alamos sea ice model (CICE; Hunke and Lip-
scomb 2010; Rae et al. 2015).  

Coupler Ocean Atmosphere Sea Ice Soil coupler (OASIS3, Valcke, 2013) 

Atmosphere initial 
conditions 

ERA-Interim (Dee et al. 2011) for the hindcasts 
 
Operational Global NWP analysis for the real-time forecasts 

Ocean and ice initial 
conditions 

Met Office Forecast Ocean Assimilation Model (FOAM) which uses 
the NEMO 3-dimensional variational ocean data assimilation (NE-
MOVAR; Mogensen et al. 2009, 2012; Waters et al. 2015) 

Land surface initial 
conditions 

Climatological soil moisture (MacLachlan et al. 2015) 

Ensemble generation Initial condition uncertainty: BoM perturbation scheme combined with  
lagged initial conditions 
 
Model uncertainty/unresolved processes: Stochastic Kinetic Energy 
Backscatter version 2 (SKEB2; Bowler et al. 2009). 

 

2.1 The coupled model and data assimilation system 

The global coupled model GC2 is comprised of the UM Global Atmosphere 6.0 (GA6.0), Global Ocean 5.0 (GO5.0), 
Global Land 6.0 (GL6.0) and Global Sea Ice 6.0 (GSI6.0) (Williams et al. 2015). The UM GA6.0 atmospheric model is 
run at a N216 horizontal resolution, which equates to about 60 km in the mid-latitudes, and there are 85 levels in the verti-
cal with a well-resolved stratosphere (35 levels are above 18 km; Walters et al. 2017). The land surface model (GL6.0) is 
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the JULES (Joint UK Land Environment Simulator) model (Best et al. 2011; Walters et al. 2017) and is tightly coupled to 
the atmosphere model on the same horizontal grid. It has four soil levels, with a sophisticated representation of soil and 
surface hydrology, and fluxes of heat and moisture within the soil and to the atmosphere. Land cover heterogeneity is rep-
resented. The ocean model (GO5.0) is based on the NEMO3.4 (Nucleus for European Modelling of the Ocean) ORCA25 
version model and has a 0.25° horizontal resolution using a tripolar grid with 75 levels in the vertical (with a 1 m resolu-
tion in top 10 m) (Madec 2008, Megann et al. 2014). The sea-ice model (GSI6.0) is the CICE4.1 model (Rae et al. 2015) 
and has five thickness categories. It is tightly coupled to the ocean model on the same horizontal grid. The atmos-
phere/land and the ocean/sea ice are coupled every three hours using the Ocean Atmosphere Sea Ice Soil coupler (OA-
SIS3, Valcke 2013).  

Climate forcings for greenhouse gases (e.g. CO2 and methane) are set to observed values up to the year 2005 and after this 
the emissions follow the Intergovernmental Panel on Climate Change (IPCC) RCP4.5 scenario (MacLachlan et al. 2015). 
For ozone, the observational seasonally-varying climatology is used. 

The atmospheric initial conditions for the real-time predictions are taken from the global numerical weather prediction 
(NWP) 4D-Var data assimilation analyses using the ACCESS-G model at BoM, which is very similar to the assimilation 
run at the Met Office (e.g., Rawlins et al. 2007). The hindcasts are initialised from ERA-Interim reanalyses (Dee et al. 
2011), which are interpolated onto the N216 grid, following the approach of GloSea5 (MacLachlan et al. 2015). The ocean 
and sea ice are initialised using the FOAM (Forecast Ocean Assimilation Model) analyses (Blockley et al. 2014) in both 
the real-time forecasts and the hindcasts, as per GloSea5.  FOAM uses the same ocean-sea ice models as GC2 and uses the 
NEMO 3-dimensional variational ocean data assimilation (NEMOVAR; Mogensen et al. 2009, 2012; Waters et al. 2015) 
to produce an analysis of currents, surface height, temperatures, salinity and sea ice based on satellite and in situ observa-
tions of sea surface temperature, sea level anomaly satellite data, sub-surface temperature and salinity profiles, and satellite 
observations of sea-ice concentration. Soil moisture for both the hindcasts and the real-time forecasts are initialised with 
monthly climatologies to ensure they are initialised consistently. An inconsistency between the forecast and hindcast soil 
moisture initialisation can result in spurious near surface temperature biases in the calibrated forecast. The lack of a con-
sistent land surface reanalysis covering the historical period up to real-time has forced the use of climatology. The soil 
temperature and snow cover are initialised with time-varying initial conditions from ERA-Interim (Dee et al. 2011) for the 
hindcasts and from the NWP analysis for the real-time forecasts. 

2.2 Ensemble generation 

2.2.1 Model uncertainty 

Model uncertainty in ACCESS-S1 (and GloSea5-GC2) is simulated using the Stochastic Kinetic Energy Backscatter 
(SKEB2) scheme (Bowler et al. 2009) in the atmospheric model. SKEB2 is designed to represent unresolved processes and 
to provide grid-scale perturbations during the model integration (MacLachlan et al. 2015). Each ensemble member evolves 
differently due to these grid-scale perturbations. 

2.2.2 Initial condition uncertainty 

The representation of initial condition uncertainty for ACCESS-S1 differs from that of the Met Office GloSea5-GC2 sys-
tem. The GloSea5-GC2 system incorporates initial condition uncertainty using a lagged ensemble (combining forecasts 
from earlier start times). There are no perturbed initial conditions. Rather, for a single start time, differences between en-
semble members develop solely as a result of the stochastic physics (SKEB2). This approach is appropriate for seasonal 
prediction, which is the focus of the GloSea5-GC2 system, but is not optimal for multi-week forecasting as discussed be-
low and shown in our previous research with POAMA (Hudson et al. 2013). Furthermore, the design of the hindcast set as 
produced at the Met Office, with four forecast starts per month that are roughly eight days apart (see Section 2.3), means 
that a viable lagged ensemble cannot be generated or assessed for multi-week predictions using the hindcasts, because the 
time between forecast starts is too great which will negatively impact skill. Ultimately, for the next version of the system 
(ACCESS-S2) perturbed ensembles will be produced using the BoM's assimilation scheme (e.g., Hudson et al. 2013; Yin 
et al. 2011). However, in the meantime, a viable yet practical approach has been developed to produce perturbed ensemble 
forecasts from ACCESS-S1 that are suitable for multi-week prediction in real-time and in the hindcasts. 

Based on previous experience with the POAMA system and as reported in Magnusson et al. (2009), we perturb the initial 
condition by adding appropriately scaled, randomly chosen seven-day differences of reanalysed atmospheric states from 
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the period 1981-2010 from the ERA-interim reanalysis (Dee et al. 2011). This is a revision of the random field perturba-
tion described by Magnusson et al. (2009). Random field perturbations are derived by scaling the difference between anal-
yses on two different days that are randomly chosen. Our refinement of this approach is to calculate the difference between 
days seven days apart. The idea in using seven-day differences is that typical patterns of error growth that are relevant to 
multi-week timescales will be selected. We made small trials of using one-day and three-day differences and settled on 
using seven-day differences because the patterns of difference were of larger scale and so will project more heavily onto 
the error structures at longer lead times (Magnusson et al. 2009), which may be relevant to the multi-week timescales that 
we are targeting. For this version of ACCESS-S1, no perturbations are added to the land surface, ocean or sea-ice initial 
states, assuming that most of the error growth in the first two-three weeks of the forecast will be in the atmosphere.  

Perturbations for a forecast start time in a given month are created by randomly sampling seven-day differences from rea-
nalyses in the same month from the period 1981-2010. The differences for the three dimensional fields of u-wind, v-wind, 
temperature (T) and specific humidity (q), as well as for surface pressure, are multiplied by a scaling factor so that the per-
turbations have magnitude equal to analysis uncertainty. The scaled perturbations are then added and subtracted from the 
unperturbed initial atmospheric state each day so that pairs of perturbed members are created. 

The scaling factor is based on the magnitude of the surface pressure perturbations.  Let the randomly chosen seven-day 
difference in a surface pressure analysis be: 

,ݔሺߛ ,ݕ ሻݐ ൌ ,ݔሺ݂ݎݑܵ ,ݕ ݐ  7ሻ െ ,ݔሺ݂ݎݑܵ ,ݕ   ሻ,       (1)ݐ

where Surfp is the surface pressure analysis from the ERA-interim reanalysis (Dee et al. 2011) at time t and t+7 days.  The 
magnitude of the perturbations is defined instantaneously at each latitude and for the zonal mean as: 

ϓሺݕ, ሻݐ ൌ ሾߛሺݔ, ,ݕ  ሻଶሿଵ/ଶ,            (2)ݐ

where [] is the zonal mean.  The mean magnitude of all possible perturbations from the period 1981-2010 based on seven-
day differences in a given month is simply formed by time averaging the instantaneous amplitudes:  

ሻݕതሺߓ ൌ ሼߓሺݕ,  ሻሽ,           (3)ݐ

where {} indicates a time average. The mean magnitude of these raw perturbations over 1981-2010 is displayed in Figure 
1a (green) for the month of May (as an example). As expected, the amplitude is greatest in the extratropics and a minimum 
in the tropics. 

To get an idea of the relative magnitude of these perturbations, we compare to the daily standard deviation of the analyses 
similarly defined: 

ሻݕሺܣ̅ ൌ 	 ൛ሾ݂ܵݎݑሺݔ, ,ݕ  ଶሿଵ/ଶൟ,           (4)	ሻᇱݐ

where the prime indicates an anomaly from the daily climatological seasonal cycle. This zonal mean standard deviation of 
the analyses ̅ܣሺݕሻ	for the month of May is shown in Figure 1a (blue).  It is seen to have similar latitudinal shape as for the 
mean of the seven-day differences, ߓതሺݕሻ, but of slightly smaller amplitude in the extratropics. Importantly, however, in the 
tropics, the daily standard deviation of the analyses is of near equal magnitude to the amplitude of the seven-day differ-
ences (the implication of this is discussed below).  

The magnitude of a seven-day difference perturbation, ϓሺݕ, -ሻ, is then scaled to have amplitude equal to analysis uncerݐ
tainty. We define analysis uncertainty as the time mean, root mean squared instantaneous difference of two state-of-the-art 
reanalyses for surface pressure. In this case we compare ERA-Interim reanalyses (Dee et al. 2011) to the NCEP-NCAR 
reanalyses (Kalnay et al. 1996): 

ሻݕሺ߂ ൌ ൛ሾሺ݂ܵݎݑ ாܲோሺݔ, ,ݕ ሻݐ െ ݂ݎݑܵ ேܲேሺݔ, ,ݕ 	ሻሻଶሿଵ/ଶൟ.         (5)ݐ
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The mean analysis uncertainty ߂ሺݕሻ for the month of May is displayed in Figure 1a (red). In contrast to the daily standard 
deviation, the analysis uncertainty is relatively constant in latitude, but with a peak in the higher latitudes of the Southern 
Hemisphere, which probably reflects less in situ data in order to constrain the analyses.  

Figure 1 Examples of the perturbation calculation for 1st May 00Z data: (a) the mean magnitude of raw perturbations based on all 
randomly selected seven-day differences of surface pressure (ߓത; green line) from 1981-2010, daily standard deviation of 
ERA-Interim reanalysis surface pressure (̅ܣ; blue line) and the mean magnitude of observational uncertainty (߂; red line) 
and (b) the mean raw scaling factor (prior to limiting to maximum value 0.2). 

 

The scaling factor for each seven-day difference perturbation (applied to the full 3 dimensional fields of u v, T, and q and 
surface pressure) is then derived as the ratio of mean analysis uncertainty to the instantaneous zonal mean amplitude of the 
seven-day difference:  ߂ሺݕሻ/	ϓሺݕ, ,ݕሼϓሺ	ሻ/ݕሺ߂ ,ሻ. The mean amplitude of the scaling factorݐ  ሻሽ, is displayed in Figure 1bݐ
for the month of May 1981-2010. In the extratropics, the scaling factor is generally less than about 0.2. However, in the 
tropics the mean scaling factor exceeds 0.5, reflecting that analysis uncertainty is relatively large in the tropics. Hence, 
scaling the seven-day difference perturbations using this full scaling factor would result in adding perturbations in the trop-
ics that have similar magnitude as the observed standard deviation, which could have a deleterious effect on the forecast 
quality. We thus chose to limit the maximum scaling factor to always be < 0.2. This decision was ad hoc, but appears to 
have minimal impact in the extratropics, while in the tropics the resulting ensemble is slightly under dispersed but appears 
to be an optimum compromise between error growth and reliability.  In order to optimise the efficiency of the code, we 
created pairs of perturbed initial conditions by adding in the positive and negative of each perturbation. 

As an example, to create a perturbed initial condition for a hindcast initialized on 1 November 1998, we randomly select 
another date in November from the period 1981-2010, excluding 1998. Assume we select 9 November 2007. We then gen-
erate the difference fields for surface pressure, u, v, T, and q from the ERA-interim reanalyses on 16 November 2007 and 
9 November 2007. We then scale these difference fields by a multiplier that is only a function of latitude and is applied 
equally to all variables at all levels. The multiplier forces the root zonal mean square amplitude of the seven-day surface 
pressure differences to have amplitude equal to the root time mean, zonal mean square difference in surface pressure be-
tween NCEP-NCAR and ERA-Interim reanalyses, with the provision that the scale factor cannot exceed 0.2.  The scaled 
perturbations for surface pressure, u, v, T, and q are then added into the unperturbed initial conditions. This procedure is 
repeated four times by randomly selecting four other dates. Another five perturbed initial conditions are formed by sub-
tracting, rather than adding, these five sets of perturbations from the unperturbed initial condition. 

The efficacy of this method of generating perturbed initial conditions is demonstrated in Figure 2, which shows the root-
mean-square error (RMSE) and ensemble spread for daily 500 hPa geopotential height anomalies over the Southern Hemi-
sphere extratropics (20°S-60°S) from the Met Office GloSea5-GC2 system (the control) and from a sensitivity experiment 
using ACCESS-S1 designed to test the impact of the new method of ensemble generation. Both use a five-member ensem-
ble initialised with ERA-Interim reanalyses (Dee et al. 2011) on the 1st May for 1990-2012 (note: although there are only 
five ensemble members, the results shown in Figure 2 are computed over more than 30,000 grid boxes). For the control 
(black curves), the spread is produced solely through the stochastic physics scheme. The sensitivity experiment (red 
curves) uses an unperturbed central member plus two pairs of perturbed members, developed as described above. Stochas-
tic physics is also included in the perturbed members.  The verification data are the National Centers for Environmental 
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Prediction/National Center for Atmospheric Research (NCEP-NCAR) global reanalysis 1 dataset (Kalnay et al. 1996). The 
skill scores (RMSE and spread) are normalised by the standard deviation of the NCEP-NCAR data. For a climatological 
forecast (zero anomaly), the normalised RMSE (NRMSE) would be one, and thus forecasts are typically deemed skilful 
for NRMSE < 1 (i.e., forecasts are skilful when the error is smaller than that from forecasting climatology). The perturbed 
ensemble (red) is skilful to about lead time twelve days, whereas the control is limited to about nine days (black; Figure 2). 
The biggest difference between the control and the experiment is the much improved relationship between the error and 
ensemble spread in the sensitivity experiment. In a perfect ensemble system, over a large sample of forecasts, the ensemble  
spread will be equal to the RMSE of the ensemble mean for all lead times (Palmer et al. 2006; Weisheimer et al. 2011). 
The difference between the error and spread curves is much smaller in the sensitivity experiment compared to the control 
(Figure 2). The control is significantly under-dispersed out to the limit of predictability (i.e. ~day twelve), which will result 
in unreliable probabilistic forecasts on multi-week timescales.  

Figure 2 Normalised RMSE (solid) and ensemble spread (dashed) for daily 500 hPa geopotential height anomalies over the 
Southern Hemisphere extratropics (20°S-60°S) from the Met Office GloSea5-GC2 system (black) and from a sensitivity 
experiment using ACCESS-S1 (red). Forecasts were initialised on 1st May for the period 1990–2012 and are based on 
five-member ensemble means.  The verification data are from the NCEP-NCAR reanalysis (Kalnay et al. 1996). 

 

Similar spread-error relationships as seen in Figure 2 for the Southern Hemisphere are obtained for the Northern Hemi-
sphere extratropics (not shown). In the tropics (not shown), the new perturbation method results in initially slow growth of 
forecast spread (but still with far more spread than from stochastic physics alone), suggesting that the new method is far 
from optimal for the tropics where diabatic heating anomalies are playing a primary role, for instance resulting from the 
Madden-Julian Oscillation.  

The new method is a workable first approach to extend the capability of the S1 seasonal system to multi-week lead times, 
but will be improved with subsequent development of a coupled assimilation-initialisation method in ACCESS-S2. Fore-
cast reliability in the real-time system will additionally be improved by including time-lagged forecasts initialised one day 
apart. However, as mentioned previously, the long lag in the hindcasts (~eight days) will negatively impact the skill and 
will not be indicative of what could be obtained with one-day lags as will be available in the real-time system. For the real-
time system (see below), the size of the ensemble (i.e. the number of one-day lags) will be determined by the number of 
successively earlier forecasts starts that can be included without compromising the skill. 

2.3 Real-time and hindcast system configuration 

The ACCESS-S1 operational real-time system includes a perturbed ensemble of eleven members (five pairs of perturbed 
members and an unperturbed central member) generated every day and running out to a full six calendar months. An addi-
tional twenty-two members per day are run out to six weeks lead time to support the multi-week products. Forecast prod-
ucts are based on a 99-member lagged ensemble (i.e., using nine successive days of forecasts for seasonal products and 
three successive days of forecasts for multi-week products).  

A hindcast set is required to support the real-time system. These hindcasts (retrospective forecasts) are used to provide 
statistical calibration for the real-time system (e.g. define mean climatologies, thresholds, deciles, etc.) and to estimate 
forecast quality and evaluate model performance, which informs the operational service and can guide future improve-
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ments. In addition, the hindcasts provide a dataset for developing products for BoM services, such as the Climate Outlooks 
and Seasonal Streamflow Forecasts and for interfacing to applications modelling, such as crop modelling. ACCESS-S1 
uses the same ocean, sea-ice, atmosphere and land initial conditions as the Met Office GloSea5-GC2 system. It is not pos-
sible to run hindcasts daily so as to be directly compatible with real-time system, both because the daily initial conditions 
are not available from Met Office and the computing cost would be prohibitive.  Initial conditions for the hindcasts are 
only available on the 1st, 9th, 17th, and 25th of the month.  Hence, the hindcast set for ACCESS-S1 consists of an eleven-
member ensemble from each of the 1st, 9th, 17th, and 25th of every month for the period 1990-2012.  

The hindcasts generated on the following start-dates are used in this paper to estimate the performance of ACCESS-S1 
over the twenty three-year period: 25th of January, April, July, October; and 1st of February, May, August, November. For 
the verification of thee-month mean seasonal forecasts we have created a time-lagged twenty-two-member ensemble by 
combining the forecasts initialised on the 1st of the month with those from the 25th of the month prior (e.g., eleven mem-
bers from 25th January combined with eleven members from 1st February). These dates allow analysis of the performance 
of forecasts of the four standard seasons at a one-month lead time i.e., December-February (DJF), March-May (MAM), 
June-August (JJA) and September-November (SON).  

A time-lagged ensemble is not used for verification of the multi-week forecasts (i.e. the eleven-member ensemble from the 
1st and 25th of the months are used as independent forecasts). For forecasts on the multi-week timescale, the skill of fore-
casting fortnight one (weeks one and two), fortnight two (weeks two and three) and fortnight three (weeks three and four) 
of the forecasts is assessed. 

A sufficiently long hindcast set is necessary for including an adequate number of cases of the low frequency influences on 
Australian climate, such as ENSO, and for determining how skill may vary based on the state of these climate drivers. A 
twenty three-year hindcast set is likely too short to be able to stratify seasonal timescale skill based on different climate 
drivers and their associated phases. In addition, a sample size of twenty three is considered small for obtaining statistically 
robust results. For the next version of the system, ACCESS-S2, the hindcast period will be increased to 30+ years, made 
possible with the implementation of the BoM's own data assimilation system, hence not being reliant on the Met Office 
initial conditions, as it is for ACCESS-S1. 

3 The POAMA-2 system: A baseline for comparison 

In this study, we compare the performance of the ACCESS-S1 system to the POAMA system which is currently used to 
make operational seasonal forecasts at BoM (forecasts available at http://www.bom.gov.au/climate/ahead/). Note that 
POAMA remains experimental for forecasts on the multi-week timescale. For full details of the model, data assimilation 
and ensemble generation refer to Hudson et al. (2013; note, the current system is referred to in their paper as P2-M). A 
brief description of POAMA is provided here.  

POAMA is a fully coupled ocean-atmosphere model and data assimilation system. The atmospheric model component is 
the BoM’s Atmospheric Model version 3 (BAM3; Colman et al. 2005) and has a T47 horizontal resolution (~250 km) and 
seventeen levels in the vertical.  This low horizontal resolution means that Tasmania is not resolved as land. The land sur-
face component is a simple bucket model for soil moisture (Manabe and Holloway, 1975) and has three soil levels for 
temperature. The ocean model is the Australian Community Ocean Model version 2 (ACOM2) (Schiller et al., 1997; 
2002), which is based on the Geophysical Fluid Dynamics Laboratory Modular Ocean Model (MOM version 2). The 
ocean grid resolution is 2° in the zonal direction and 0.5° in the meridional direction at the Equator, which gradually in-
creases to 1.5° near the poles. The ocean model has 25 vertical levels. The atmosphere and ocean models are coupled using 
the Ocean Atmosphere Sea Ice Soil (OASIS) coupling software (Valcke et al., 2000). POAMA has no sea ice model and 
there are no time-varying greenhouse gases. The CO2 level is fixed to 345 ppm and ozone and sea ice are climatological. 

Forecasts are initialised from observed atmospheric and oceanic states. POAMA obtains ocean initial conditions from the 
POAMA Ensemble Ocean Data Assimilation System (PEODAS; Yin et al. 2011) and atmosphere and land initial condi-
tions from the Atmosphere-Land Initialisation scheme (ALI; Hudson et al. 2011). The ALI assimilation consists of a nudg-
ing of the model atmospheric fields (u, v, T, and q) towards an existing analysis every six hours. For the period 1980-2002, 
the ERA-40 reanalyses (Uppala et al. 2005) are used, and for the period 2003-onward the analyses from the BoM’s opera-
tional NWP system are used. Through this nudging process the land surface is realistically initialised in response to the 
surface fluxes generated in the atmosphere.  
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PEODAS, the ocean assimilation, is an approximate form of an Ensemble Kalman Filter and generates an ensemble of 
ocean states each day including a central unperturbed ocean analysis (Yin et al 2011). PEODAS is based on the multivari-
ate ensemble optimum interpolation system of Oke et al. (2005), but uses covariances derived from the time evolving 
model ensemble. In situ temperature and salinity observations are assimilated into the central unperturbed analysis, and 
corrections to currents are generated based on the ensemble cross-covariances with temperature and salinity. The ensemble 
of ocean states is generated by perturbing the surface fluxes within a possible range of observational errors.  

Perturbed initial atmosphere-ocean-land states are produced by a breeding scheme by integrating an ensemble of ten mem-
bers of coupled model integrations that are nudged back to the central member (from the assimilation) once per day (Hud-
son et al. 2013). To address model uncertainty, POAMA has adopted a multi-model ensemble strategy using three differ-
ent configurations of the atmospheric model. Hence, a 33-member ensemble is generated that comprises an eleven-
member ensemble for each model version.  

The POAMA hindcast spans 1981-2014, with a 33-member ensemble generated every five days (on the 1st, 6th, 11th, 
16th, 21st, 26th of every month). In order to make a fair comparison with ACCESS-S1, the analysis in this paper is per-
formed over the twenty three common hindcast years (1990-2012), using the closest matching start dates (i.e. the 1st and 
26th from POAMA) and only eleven ensemble members per start date from POAMA. In order to sample model uncertain-
ty fairly from POAMA, we use ensemble members from each of the three versions, as follows: four members from version 
1, three members from version 2, and four members from version 3. As described for ACCESS-S1 (Section 2.3), a time-
lagged twenty-two member-ensemble is used for the seasonal forecasts. 

4 Forecast system evaluation 

4.1 Mean state bias 

The mean state bias is considerably reduced in ACCESS-S1 compared to POAMA. Figure 3 shows the bias (for all the 
standard seasons combined) for sea surface temperature (SST; top) and rainfall (bottom). POAMA exhibits a cold bias 
over much of the global oceans (Figure 3b), a typical feature of many climate models. The cold bias in ACCESS-S1 is 
markedly smaller than in POAMA, as are the warm biases along the west coasts of North and South America and southern 
Africa (Figure 3a). The latter may be due to more realistic upwelling in the higher resolution ACCESS-S ocean and at-
mosphere models. 

ACCESS-S1 does, however, exhibit pronounced cold biases in the equatorial east Pacific, the equatorial Atlantic and the 
eastern Indian Ocean in the Maritime Continent region (Figure 3a). These biases develop rapidly and generally intensify 
with lead time (Zhou et al. 2015; Lim et al. 2016a). The cold bias in the Maritime Continent region is most pronounced for 
forecasts of winter (JJA) and spring (SON) (Lim et al. 2016a).The equatorial cold biases in ACCESS-S1 SST are related to 
dry rainfall biases in most seasons (not shown), thus clearly seen in the mean bias across the seasons (Figure 3c), although 
the dry bias (like the cold bias) is prominent in winter and spring over the Maritime Continent (Lim et al. 2016a). There is 
a wet bias over the central-western Indian Ocean (Figure 3c), which occurs primarily in spring (SON) and summer (DJF) 
(Lim et al. 2016a). It is likely that the SST and rainfall biases over the Indian Ocean have a negative impact on the predic-
tion skill of the Indian Ocean Dipole (IOD) (Section 4.2.2) and the teleconnection between the Indian Ocean and Australi-
an climate (Lim et al. 2016a). 

The higher resolution of ACCESS-S1 results in a much improved representation of the climate of Australia. For example, 
Figure 4 shows the seasonal mean climatology for spring (SON) for rainfall, maximum temperature (Tmax) and minimum 
temperature (Tmin) from ACCESS-S1 and POAMA compared to observations. The observations used are the 5 km resolu-
tion Australian Water Availability Project (AWAP) gridded datasets (Jones et al. 2009). Tasmania is not resolved as land 
in POAMA (not shown on the POAMA maps in Figure 4), whereas it is resolved in ACCESS-S1 and the model is clearly 
able to differentiate between the very different rainfall climatology of western and eastern Tasmania (Figure 4). ACCESS-
S1 better captures the high rainfall associated with the Great Dividing Range over south-eastern Australia. POAMA has a 
strong dry bias over the whole continent in spring, which is greatly reduced in ACCESS-S1. ACCESS-S1 also has a better 
representation of south-western Australian rainfall, where POAMA is again too dry (Figure 4). In addition, ACCESS-S1 
has a much improved climatology for temperature (Figure 4). There is an improved representation of the coldest tempera-
tures (Tmax and Tmin) along the east coast and the Great Dividing Range. Although the errors are considerably less in 
ACCESS-S1, there are still notable biases, with Tmax being too cold over much of Australia in spring (Figure 4, but dif-
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ference maps not shown), as well as in the other seasons (not shown). For Tmin in spring, ACCESS-S1 has a cold bias 
over most of central and northern Australia, but there is a warm bias over eastern and southern regions. In the other three 
seasons the warm bias is more pronounced and also dominates northern Australia (not shown). The largest bias for rainfall 
in ACCESS-S1 occurs in summer (DJF), where there is a distinct wet bias over most of Australia (not shown). 

Figure 3 Bias in the ensemble mean climatology of ACCESS-S1 (left) and POAMA (right) for three-month mean SST (°C; top) 
and rainfall (mm/day; bottom) at one-month lead time from all four start dates (based on a twenty-two-member ensem-
ble) for the period 1990-2012. Bias is calculated relative to Reynolds OI v2 SST analyses (Reynolds et al. 2002) for SST 
and ERA-Interim (Dee et al. 2011) for rainfall. The root-mean-square deviation (RMSd) is indicated for each panel. 

 

 

Figure 4 Rainfall (mm/day; top row), Tmax (°C; middle row) and Tmin (°C; bottom row) climatology for the spring season 
(SON) from AWAP observations (Jones et al. 2009) (left column), ACCESS-S1 (middle column) and POAMA (right 
column). The results are shown on the respective native grids of the observations (5 km) and models (N216 and T47 re-
spectively). The climatology for ACCESS-S1 and POAMA are at a one-month lead time. 

 

Having a good climatology, as ACCESS-S1 generally does for Australian climate (and much improved compared to 
POAMA), does not necessarily ensure that forecasts of departures from normal will be skilful. The skill of the forecasts is 
addressed in the following sections. 

4.2 Climate drivers 

In this section we evaluate the ability of ACCESS-S1 to predict some of the key large-scale climate drivers responsible for 
predictable multi-week to seasonal variations of Australian climate. Skilful regional climate prediction also requires that 



Hudson. ACCESS-S1 The new Bureau of Meteorology multi-week to seasonal prediction system 142 

the model can simulate the teleconnection of the drivers to regional climate. Examining the teleconnections is beyond the 
scope of this paper, but Lim et al. (2016a) have done a preliminary investigation, focussing on teleconnections relevant to 
south-eastern Australia. They found that the teleconnection strength of ENSO and the IOD to rainfall over south-eastern 
Australia is substantially weaker in ACCESS-S1 than observed. Furthermore, the teleconnection of the SAM to south-
eastern Australian rainfall is deficient in late autumn to winter (Lim et al. 2016a). 

4.2.1 ENSO 

ENSO is the primary driver of seasonal to interannual variations of Australian rainfall, particularly over eastern regions 
during winter (JJA) and spring (SON) (e.g., Risbey et al. 2009; Langford et al. 2011). Figure 5 (top row) shows the skill in 
forecasting the NINO3 index for both POAMA (blue) and ACCESS-S1 (red). The NINO3 index measures the SST 
anomaly in the eastern Pacific (150ºW-90ºW, 5ºN-5ºS), a key region of strong SST variability. Skill is calculated using the 
temporal correlation coefficient between predicted and observed indices and is based on three-month running mean data. 
The skill of the ensemble mean (based on a twenty-two-member ensemble) as well as the range in skill from the individual 
ensemble members (cross-hatched/shaded regions) is shown. Strong persistence of ENSO from austral winter to spring 
and into summer accounts for the good prediction skill of NINO3 that is seen for both POAMA and ACCESS-S1 in fore-
casts that start in August and November (Figure 5, top row). Both POAMA and ACCESS-S1 show reduced skill in pre-
dicting NINO3 anomalies for forecasts initialised in February and May (Figure 5, top row), highlighting the well-known 
difficulty in predicting ENSO through the so-called boreal spring predictability barrier. However, it is for these forecast 
start dates that ACCESS-S1 produces significantly more skilful forecasts for NINO3 compared to POAMA, providing 
improved predictions of the development of ENSO throughout autumn (MAM) and winter (JJA) (Figure 5). 

Figure 5 Correlation skill for predictions of the NINO3 index (top row) and the El Niño Modoki index (EMI; bottom row) as a 
function of lead time from ACCESS-S1 (red and cross-hatching) and POAMA (blue and shaded) forecasts initialised on 
the 1st of February, May, August and November respectively. The forecasts are based on the twenty-two-member en-
semble and the skill of the ensemble mean (solid line) and the range in skill of the individual ensemble members (cross-
hatching/shading) is shown. The Reynolds OI v2 SST analyses (Reynolds et al. 2002) are used as the observations. 

 

Australian rainfall is sensitive to east-west variations of ENSO, such that below-average rainfall is more strongly related to 
El Niño events that have their maximum warming located in the central Pacific rather than the eastern Pacific (Wang and 
Hendon 2007; Hendon et al. 2009; Lim et al. 2009). The El Niño Modoki index (EMI; Ashok et al. 2007) is a measure of 
these central Pacific ENSO events, and is calculated as 

EMI = ܵܵܶതതതതത(10°S-10°N, 165°-220°E)  - 0.5*ܵܵܶതതതതത(15°S-5°N, 250°-290°E)  - 0.5*ܵܵܶതതതതത(10°S-20°N, 125°-145°E),        (6) 

where the overbar indicates the spatial average of the SST anomaly. The EMI has one of the strongest relationships with 
eastern Australian rainfall from autumn through to spring (Langford et al. 2011; Lim et al. 2012) compared to other ENSO 
indices. ACCESS-S1 produces notably more skilful EMI forecasts than POAMA for forecasts initialised in May and Au-
gust, i.e., for predictions of austral winter and spring El Niño Modoki conditions (Figure 5; note that while POAMA shows 
improved prediction of the EMI from February compared to ACCESS-S1, there is considerable overlap between the two 
systems in the range of skill from the ensemble members).  
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In addition, ACCESS-S1 is better able to distinguish between the patterns of eastern Pacific (EP) and central Pacific (CP) 
El Niño events, particularly as lead time increases. Figure 6 shows SST composites for the spring (SON) season for EP 
(1997, 2006) and CP (1990, 1991, 1993, 1994, 2002, 2004, 2009) El Niño events from observations and from forecasts at 
1-month and 4-month lead times from ACCESS-S1 and POAMA. Years are classified as EP if the standardised NINO3 
index is > 1 and the standardised EMI index is < 0.7; and as CP if the standardised EMI is ≥ 0.7. This analysis is somewhat 
limited by the small number of EP El Niño events in the hindcast period. As discussed in Sullivan et al. (2016) and Zhao et 
al. (2016), CP El Niño events have been more frequent in recent decades and EP El Niños less frequent. Nonetheless, it is 
clear that the POAMA SST anomaly patterns of the EP and CP El Niños become increasingly indistinguishable as lead 
time increases (see also Hendon et al. 2009), whereas ACCESS-S1 is able to maintain the distinction between the two 
types of El Niño (Figure 6). ACCESS-S1 is also able to maintain realistic amplitude of the anomalies with lead time for 
both EP and CP El Niños, where POAMA's SST anomalies become too small (Figure 6). Lim et al. (2016a) also found that 
ACCESS-S1 better captures the teleconnection between central Pacific ENSO and south-eastern Australian rainfall when 
forecasts are initialised in August compared to POAMA. 

Figure 6 SST anomaly (°C) composites for two eastern Pacific (EP) El Niño events (left) and seven central Pacific (CP) El Nino 
events (right) during spring (SON). Observations (top row) and ensemble-mean forecasts (based on twenty-two-member 
ensembles) at 1-month (initialised on 1st August) and at four-month (initialised on 1st May) lead times from ACCESS-
S1 and POAMA are shown. 

 

The ACCESS-S1 predicted amplitude of the EMI index (given by the standard deviation of the magnitude of the EMI in-
dex) is generally realistic for all start dates and lead times, but is underestimated by POAMA (not shown, but see Lim et 
al. 2016a). However, ACCESS-S1 tends to predict ENSO with too strong amplitudes when defined using the NINO3 (Fig-
ure 7) and NINO34 (not shown) indices. Figure 7 shows that ACCESS-S1's amplitude of ENSO (NINO3) is generally 
realistic for forecasts initialised in August for the subsequent spring and summer, but at other times it is too large. 

Figure 7 As for Figure 5, but showing the standard deviation of the magnitude of the predicted NINO3 index. The green line indi-
cates the observed standard deviation of NINO3. 
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4.2.2 Indian Ocean Dipole (IOD) 

The IOD is another important driver of Australian rainfall, particularly over southern regions in winter and spring (e.g., 
Risbey et al. 2009; Langford et al. 2011). The IOD is monitored with the Dipole Mode Index (DMI), which is the SST 
anomaly difference between the western (50–70°E; 10°S–10°N) and eastern (90–110°E; 10°S–0°) tropical Indian Ocean 
(Saji et al. 1999).  The IOD amplitude peaks in spring (SON) and is at a minimum in January-April (e.g. Zhao and Hendon 
2009). Figure 8 shows the skill of forecasts of the IOD, and the eastern and western component poles, from May and Au-
gust forecast starts (i.e., covering periods when the IOD is most active). There is a large degree of overlap between the 
range in ensemble-member skill from ACCESS-S1 and POAMA. However, as shown by the ensemble mean, the winter-
to-early spring IOD is better predicted by ACCESS-S1 for both start times (Figure 8). For forecasts from May, this appears 
to stem from the much improved skill in predicting the western pole. Improved skill in the western Indian Ocean is pre-
sumably derived from improved prediction of eastern Pacific ENSO (Figure 5), as tropical western Indian Ocean SST var-
iations are largely a remote response to El Niño in the Pacific. However, even with this improvement made by ACCESS-
S1, the skill for predicting the IOD from May initial conditions is not high, likely due to inherent limits of predictability of 
the IOD (Shi et al. 2012) and the reduced predictability of the IOD post-2000 (Lim et al. 2016b). 

Figure 8 Correlation skill for predictions of the IOD (left), eastern pole of the IOD (EIO; middle) and western pole of the IOD 
(WIO; right) as a function of lead time from ACCESS-S1 (red and cross-hatching) and POAMA (blue and shaded) fore-
casts initialised on the 1st of May (top) and August (bottom row). The forecasts are based on the twenty-two-member 
ensemble and the result for the ensemble mean (solid line) and the range from the individual ensemble members (cross-
hatching/shading) is shown. The Reynolds OI v2 SST analyses (Reynolds et al. 2002) are used as the observations. 

 

As with ENSO, the IOD is too strong in ACCESS-S1 for forecasts initialised in May for the subsequent winter (JJA) and 
spring (SON) seasons (Figure 9). This stems from the larger than observed amplitude of the eastern pole of the IOD (Fig-
ure 9). In contrast, IOD activity in POAMA is somewhat damped (Figure 9). 

Figure 9 As for Figure 8, but showing the standard deviation of the magnitude of the predicted IOD, EIO and WIO index. The 
green line indicates the observed standard deviation of the IOD, EIO and WIO respectively.  
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4.2.3 Southern Annular Mode (SAM) 

In previous work we have assessed the ability of POAMA to predict the SAM (Marshall et al. 2012; Hudson et al. 2013), 
an important driver of multi-week climate variability and extremes over Australia (Marshall et al. 2012; Marshall et al. 
2014; Lim et al. 2016c). The daily SAM index is calculated for observations by projecting observed daily mean sea level 
pressure (MSLP) anomalies (NCEP–NCAR reanalysis; Kalnay et al. 1996) onto the leading empirical orthogonal function 
(EOF) of observed zonally averaged monthly mean MSLPs between 25°S and 75°S. For POAMA and ACCESS-S1, the 
daily mean predicted MSLP anomalies from each model ensemble member, respectively, are projected onto the observed 
EOF to calculate their respective indices (see Marshall et al. 2012 for details). The temporal correlation, root-mean-square 
error (RMSE) and ensemble spread of the SAM index are shown in Figure 10.  ACCESS-S1 shows improved skill to pre-
dict the SAM index compared to POAMA (Figure 10). Correlation skills above 0.5 are achieved out to about 15 days for 
ACCESS-S1 and 12 days for POAMA. Based on the RMSE statistic, ACCESS-S1 produces skilful forecasts of the SAM 
out to about 21 days and POAMA out to 17 days (based on the period over which the RMSE is less than that of a climato-
logical forecast) and the ACCESS-S1 error is less than that of POAMA over the entire first two weeks of the forecast.  
ACCESS-S1 also has an ensemble with an improved error-spread relationship, i.e. there is a closer match between the en-
semble mean error and the ensemble spread. POAMA forecasts are over-dispersed (spread exceeds error) in the first 5 
days and then under-dispersed (spread is less than the error) thereafter. ACCESS-S1 generally has a well dispersed ensem-
ble, although it is slightly over-dispersed. 

Figure 10 SAM index forecast skill calculated from all eight forecast start dates (based on eleven-member ensembles; see section 
2.3) in the 23-year hindcast period. Correlation of the ensemble mean with observed (left) and RMSE (solid) and ensem-
ble spread (dashed) (right) out to 35 days lead time is shown for ACCESS-S1 (red) and POAMA (blue). The dashed hor-
izontal line represents the RMSE of a climatological forecast. 

 

Although SAM predictability has traditionally been regarded as low beyond about two weeks, recent work has shown that 
there is the potential to make seasonal predictions of the SAM due to its association with ENSO (Lim et al. 2013) and due 
to persistent stratospheric circulation anomalies that couple to the troposphere in austral spring (Seviour et al. 2014). AC-
CESS-S1 produces an improved prediction of the seasonal SAM (based on three-month mean data) at both 0-month and 
one-month lead times (at 0-month lead the correlation with observed is r=0.50 for POAMA and r=0.57 for ACCESS-S1 
for all four forecast start dates combined and using a twenty-two-member ensemble, and at one-month lead r=0.36 for 
POAMA and r=0.47 for ACCESS-S1). 

4.2.4 Madden-Julian Oscillation (MJO) 

The MJO (Madden and Julian 1971) is the dominant mode of intra-seasonal variability in the tropics and recognised as an 
important driver of Australian weather and climate (e.g., Wheeler et al., 2009; Marshall et al. 2011; Marshall et al. 2014). 
The MJO is depicted using the Real-Time Multivariate MJO (RMM) index (Wheeler and Hendon 2004), which captures 
the eastward propagation of its large-scale structure in convection and zonal wind along the equator.  Calculation of the 
MJO index is described in Marshall et al. (2011; 2014). The NCEP–NCAR reanalysis (Kalnay et al. 1996) is used for the 
observations. 

Figure 11 shows the skill in predicting the MJO for forecasts initialised in the austral summer (start dates: 25 October, 1 
November, 25 January, 1 February) (top row) and boreal summer (start dates: 25 April, 1 May, 25 July, 1 August) (bottom 
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row) halves of the year respectively. In each season ACCESS-S1 provides a four-five day improvement in skill compared 
to POAMA — with skill (correlation > 0.5) out to about 28 days (compared to 24 days) in the austral summer and about 
25 days (compared to 20 days) in the boreal summer (Figure 11). ACCESS-S1 has a lower RMSE than POAMA over the 
entire 40-day lead time shown for both seasons. ACCESS-S1 shows more improvement over POAMA in the boreal sum-
mer prediction of the MJO than the austral summer. 

Figure 11 Performance of forecasts of the MJO from ACCESS-S1 (red) and POAMA (blue) initialised in the austral summer  half 
of the year (25 October, 1 November, 25 January, 1 February) (top) and boreal summer half of the year (25 April, 1 
May, 25 July, 1 August) (bottom) respectively. The bivariate correlation for the RMM index using the ensemble mean is 
shown in the left panels. Forecasts are considered skilful for correlations exceeding 0.5. The RMSE of the ensemble 
mean (solid curves) and the ensemble spread (dashed curves) for the bivariate RMM index is shown on the right panels 
(the dashed line at 1.4 indicates the RMSE of a climatological forecast). 

 

Both POAMA and ACCESS-S1 forecasts are under-dispersed (spread is less than the error) (Figure 11). ACCESS-S1 ini-
tially has a well dispersed ensemble (spread matches the RMSE at day one), but the spread does not grow for the next 5 
days. In contrast, the ensemble spread from POAMA grows steadily from the start of the forecast. This may reflect the 
more optimal atmospheric initial condition perturbations in the POAMA system, which may be more effective at empha-
sising the fast-growing errors associated with large-scale tropical convection. The breeding method perturbs those modes 
that grow fastest during the analysis cycle and are thus the modes most likely to dominate the analysis errors (Toth and 
Kalnay 1993; Hudson et al. 2013). The next version of ACCESS-S (version 2) will incorporate this breeding method to 
generate the initial condition perturbations, so it will be interesting to see if this will improve on the spread-error character-
istics of the ensemble compared to ACCESS-S1.  

A common problem in models is propagation of the MJO and associated convection across the Maritime Continent region 
and into the western Pacific. Figure 12 shows composites of rainfall anomalies (averaged 10°S-10°N), for each MJO phase 
as a function of longitude from forecasts at two-four weeks lead time. For forecasts initialised in the boreal summer half of 
the year (Figure 12 right panels), ACCESS-S1 shows realistic eastward propagation of the MJO, with rainfall anomalies 
extending past the Dateline, unlike that with POAMA. For the austral summer half of the year (Figure 12 left panels), 
eastward propagation into the western Pacific is inhibited in both models, but perhaps slightly more so in ACCESS-S1. 
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Overall, the depiction of MJO-rainfall in ACCESS-S1 is similar, if not a modest improvement on, MJO-rainfall in 
POAMA. 

Figure 12 Composites of rainfall anomalies (mm/day) (shaded; the standardised rainfall amplitude is shown in contours) averaged 
10°S-10°N for each MJO phase as a function of longitude, from observations (top row; Climate Prediction Centre 
Merged Analysis of Precipitation; Xie and Arkin 1997), and ACCESS-S1 (middle row) and POAMA (bottom row) fore-
casts at two-four weeks lead time. Results are shown for the austral summer half of the year (forecasts initialised on 25 
October, 1 November, 25 January, 1 February) (left) and boreal summer half of the year (forecasts initialised on 25 
April, 1 May, 25 July, 1 August) (right). 

 

4.3 Skill for forecasts of Australian climate 

4.3.1 Seasonal 

Overall, ACCESS-S1 has a similar level of performance to POAMA for seasonal skill over Australia for predictions of 
temperature and rainfall. This is clear from Figure 13 which shows the correlation skill for seasonal forecasts of rainfall, 
Tmax and Tmin at 0-month lead time for all seasons combined. ACCESS-S1 forecasts of Tmax are, however, more skilful 
over southern Australia, but less skilful over north-eastern Australia (Figure 13). ACCESS-S1 also generally has more 
skilful forecasts of Tmin compared to POAMA, particularly over northern Australia. 
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Figure 13 Correlation skill for 0-month lead time predictions of seasonal mean rainfall (left), Tmax (middle) and Tmin (right) us-
ing all four forecast start dates (twenty-two-member ensemble) from ACCESS-S1 (top) and POAMA (bottom). Statisti-
cally significant correlations exceed 0.2 (95 per cent confidence level; n=92; dashed line). If there is no dashed line 
shown on a map, then all the correlations are significant. Observations are the AWAP (Jones et al. 2009) analyses. The 
average correlation (r) over Australia is shown in each panel. 

 

The skill maps for individual seasons at 0-month and 1-month lead time are shown in Lim et al. (2016a) and Hudson et al. 
(2017) and summarised Australia-wide in Figures 14-16. The latter figures show the accuracy (proportion correct), relia-
bility error and resolution scores for probabilistic seasonal forecasts of above/below median for rainfall, Tmax and Tmin 
respectively. Proportion Correct is the number of correct forecasts for the occurrence and non-occurrence of the event di-
vided by the total number of forecasts i.e., it determines the fraction of correct forecasts (a perfect score is 1). To calculate 
the score, the probabilistic forecast is converted to a category forecast. If the forecast probability of above median rainfall, 
for example, is greater than 50 per cent, then is categorised as a ‘yes’ for an above-median event and this is then compared 
to the observed outcome. The reliability error and resolution scores are terms in the Brier score and are based on the prob-
abilistic forecasts (Wilks 2006). The reliability error measures the conditional bias of the probabilistic forecasts, such that 
perfect reliability will give a reliability error of 0. Reliability error is calculated as follows: 

Reliability error = 
ଵ


∑ ܰሺ ܻ െ തܱሻଶ
ூ
ୀଵ   ,          (7) 

where n is the total number of forecasts, N is the number of forecasts in probability category i, Yi is the probability of i-th 
category and 	 തܱ is the mean of relative observed frequency when forecasts in the i-th category are issued (see Murphy 
1973, Wilks 2006 and Hudson et al 2013 for more details). A forecast system has good resolution and a high value for the 
resolution score if the forecast probabilities can discern periods with different observed relative frequencies of the event 
(i.e., frequencies that differ from the climatological base rate; Wilks 2006). If the climatological probability is always fore-
cast, then the resolution is zero. The score is calculated as follows: 

Resolution score = 
ଵ


∑ ܰሺ തܱ െ തܱሻଶூ
ୀଵ , where 	 തܱ is the mean of തܱ.        (8) 
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Figure 14 Proportion correct (left), reliability error (middle) and resolution (right) for seasonal rainfall forecasts of above/below 
median for each season as indicated (using twenty-two-member ensembles) at a 0-month (top) and 1-month (bottom) 
lead time from ACCESS-S1 (red) and POAMA (blue). Observations are the AWAP (Jones et al. 2009) analyses. 

 

Figure 15 As for Figure 14, but for Tmax. 

 

Figure 14 again shows that the skill of forecasting seasonal rainfall is similar between the systems. ACCESS-S1 appears to 
be an improvement over POAMA for forecasts of late winter (August-October; ASO) and spring (SON), particularly in 
terms of reliability and resolution in an Australia-wide sense, with reliability being near perfect (Figure 14). On a regional 
basis, ACCESS-S1 shows improved accuracy over south-eastern, eastern-coastal and south-western Australia in late win-
ter (Figure 17 top row and Lim et al. 2016a). Lim et al. (2016a) also show that ACCESS-S1 has improved and skilful pre-
dictions of late autumn (May-July; MJJ) and late winter (ASO) rainfall at a three-month lead time (i.e. forecasts initialised 
in February and May respectively) over south-eastern Australia.  
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Figure 16 As for Figure 14, but for Tmin. 

 

One of the key differences between the two prediction systems is in the prediction of temperature, particularly Tmax, over 
eastern Australia in late autumn (MJJ) (Figure 17 bottom row) and winter (JJA) (not shown). ACCESS-S1 shows marked-
ly degraded performance compared to POAMA. This manifests in the Australia-wide results in the reliability error and 
resolution scores where ACCESS-S1 is worse than POAMA (Figure 15, 16). This poor performance is largely related to 
using climatological land surface initial conditions (soil moisture) to initialise the forecasts, rather than realistic initial 
conditions. This was demonstrated by running a sensitivity experiment to determine the impact on forecast skill of initial-
ising using time varying (realistic) soil moisture (Zhao et al. 2017). As described in Zhao et al. (2017), the stand-alone 
version of JULES (the same as that used in the coupled ACCESS-S1 model) was run forced by bias corrected three-hourly 
ERA-interim data (Dee et al. 2011) (2m temperature, 2m specific humidity, downwards longwave radiation, downwards 
shortwave radiation, surface pressure, total precipitation, 10m wind speed) to obtain a land reanalysis (1990-2014, with a 
ten-year spin-up period starting in 1980). The time varying fields of soil moisture from this land reanalysis were used to 
initialise the forecasts of the sensitivity experiment, which included an eleven-member ensemble on the 1st May for the 
period 1990-2012. This experiment was compared to the ACCESS-S1 forecasts for the same period and start dates. Results 
showed that when the land surface is initialised with realistic initial conditions, rather than climatology, there are signifi-
cant improvements in the prediction skill on multi-week to seasonal timescales over Australia of Tmax, with moderate 
improvements to Tmin and precipitation (Zhao et al. 2017). For example, Figure 18 shows that the skill for Tmax forecasts 
for May (the first month of the forecast) are significantly improved, and better than POAMA, when the land surface is 
initialised with realistic initial conditions and that the largest impact is seen over north-eastern Australia.  For the next ver-
sion of ACCESS-S (version 2), the land surface will be initialised with realistic initial conditions rather than climatology 
using the BoM's data assimilation scheme. The experiment described above suggests that this will significantly improve 
the skill of Tmax forecasts in the winter half of the year, as well as Tmin and precipitation but to a lesser degree (Zhao et 
al. 2017). 
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Figure 17 Proportion correct of 0-month lead time seasonal forecasts of above/below median for (top) rainfall in ASO (August-
October) and (bottom) Tmax in MJJ (May-July) from ACCESS-S1 (left) and POAMA (right). Proportion correct of the 
climatological forecast is 0.5, thus accuracy greater than 0.55, shown with colour shading, is considered to be skilful. 
Observations are the AWAP (Jones et al. 2009) analyses. 

 

Figure 18 Correlation skill for Tmax for 0-month lead forecasts of the month of May (1990-2012) from the sensitivity experiment 
where the forecasts are initialised with realistic soil moisture conditions (left), from ACCESS-S1 where the forecasts are 
initialised using climatological soil moisture (middle), and from POAMA (right). 

 

4.3.2 Multi-week 

The correlation skill for forecasts of fortnightly mean rainfall, Tmax and Tmin anomalies for fortnight one (week one and 
two), fortnight two (weeks two and three) and fortnight three (weeks three and four) of the forecast are shown in Figures 
19-21, using all available forecast start dates. For ACCESS-S1 there are statistically significant positive correlations Aus-
tralia-wide for Tmax and Tmin at all three lead times; and for rainfall for the first two fortnights (except for isolated small 
regions in fortnight two). The correlation skill for rainfall for fortnight three (weeks three and four) of the forecast is not 
statistically significant over large parts of eastern Australia (Figure 19). Multi-week skill for Tmax and Tmin is generally 
higher than that for rainfall at all lead times. There is a clear reduction in skill with forecast lead time, i.e. going from fort-
night one to fortnight three.  

ACCESS-S1 is a clear improvement over POAMA for all variables for fortnights one and two (Figures 19-21). It is also 
better over most regions for fortnight three for Tmax and Tmin. Superior atmospheric initial conditions (together with im-
proved physics and dynamics) in ACCESS-S1 are likely playing a large role in the improved multi-week forecast skill. 
ACCESS-S1 uses ERA-Interim atmospheric initial conditions (Dee et al. 2011) whereas POAMA uses degraded ERA-40 
(Uppala et al. 2005) initial conditions (degraded due to the nudging). The better atmospheric initial conditions in AC-
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CESS-S1 compared to POAMA outweighs the negative effect of using climatological soil moisture initial conditions 
(Zhao et al. 2017). However, the land surface experiments described previously indicate that the multi-week skill of Tmax 
and Tmin can be expected to increase even further in ACCESS-S, particularly from week four onwards, if realistic land 
surface initial conditions are used (Zhao et al. 2017). 

Figure 19 Correlation skill for rainfall for fortnight one (weeks one and two) (left column), fortnight three (weeks two and three) 
(middle column) and fortnight three (weeks three and four) (right column) from ACCESS-S1 (top) and POAMA (bot-
tom) using all of the eight forecast start dates noted in section 2.3 (eleven-member ensemble). The dashed line indicates 
the correlation value above which the correlations are statistically significant (i.e. r>0.14 is significant, 95 per cent con-
fidence level, n=184). If there is no dashed line shown on a map, then all the correlations are significant. 

 

Figure 20 As for Figure 19, but for Tmax. 
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Figure 21 As for Figure 19, but for Tmin. 

 

5 Conclusions and future developments 

ACCESS-S1 will be the next version of the Bureau of Meteorology's seasonal prediction system, due to become opera-
tional in early 2018. In this paper we have evaluated the performance of ACCESS-S1 and compared it to the current opera-
tional system, POAMA. ACCESS-S1 will have considerable enhancements compared to POAMA, including higher reso-
lution of the component models and state-of-the-art physics parameterisation schemes. ACCESS-S1 is based on the Met 
Office GloSea5-GC2 seasonal prediction system, but has local enhancements to the ensemble generation strategy to make 
it appropriate for multi-week forecasting and a larger ensemble size.  

The evaluation is based on eleven-member ensemble forecasts for 1990-2012. Seasonal forecast performance is based on a 
twenty-two-member time-lag ensemble, created by combining forecasts initialised on the 1st of the month with the 25th of 
the month prior. Keeping in mind some degree of uncertainty stemming from the relatively small ensemble size and the 
short hindcast period for the comparison of the two systems, evaluation of the ACCESS-S1 forecasts and comparison of its 
skill to that from POAMA is summarised by:   

 reduced mean climate bias;   
 improved prediction of the early stages of the development of ENSO (through the boreal spring predictability bar-

rier) and the IOD; 
 improved distinction between the SST patterns of eastern and central Pacific El Niños; 
 improved prediction of the daily SAM index, by about four days; 
 improved prediction of the 0- and 1-month lead seasonal SAM; 
 improved prediction of the MJO index, by about five days, especially in boreal summer; 
 improved eastward propagation of the MJO-related rainfall anomalies in the boreal summer; 
 improved spatial detail in seasonal and multi-week forecasts for Australia; 
 improved seasonal forecasts over Australia for late winter (August to October at 0-month lead) and spring (Sep-

tember to November at one-month lead), with particularly good forecast reliability for rainfall and Tmax. Fore-
cast accuracy for rainfall is improved over south-eastern, eastern-coastal and south-western Australia; and  

 overall improved prediction of multi-week Australian climate, particularly for fortnights one (weeks one and two) 
and two (weeks two and three). 
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However, there is still a large scope for improvement of ACCESS-S1. Some of the shortfalls of ACCESS-S1 diagnosed in 
this study, in Lim et al. (2016a) and Hudson et al. (2017) include:    

 rainfall and SST biases in the Indian Ocean and Maritime Continent region; 
 overestimation of strengths of the ENSO and the IOD; 
 indications that the ensemble is still under-dispersed at short lead times, particularly in the tropics, as diagnosed 

with the MJO index; 
 inhibited eastward propagation of MJO-related rainfall anomalies into the western Pacific in the austral summer 

half of the year; 
 weak/deficient teleconnections between Australian rainfall over eastern and south-eastern Australia and ENSO, 

the IOD and the SAM respectively, particularly in the winter half of the year; and 
 initialisation of soil moisture with climatology, rather than realistic soil initial conditions that vary year-to-year. 

Initialising using climatology impacts negatively on the skill of the multi-week (from week four) and seasonal 
forecasts, particularly for Tmax over eastern Australia and to a lesser degree on Tmin over south-eastern Austral-
ia for forecasts in late autumn and winter.  

A caveat of these results is the relatively small sample size in hindcast years (n=23) used for the evaluation of forecast 
performance. A period of twenty three years is typically too short to obtain statistically reliable results, particularly for 
aspects of the prediction system that are inherently noisy, such as for forecasts of relatively small regions of Australian 
climate (in contrast to less noisy, more large-scale aspects like ENSO). In addition, a sufficiently long hindcast set is nec-
essary for including an adequate number of cases of the low frequency influences on Australian climate, like the different 
phases of ENSO, and for knowing how the skill may vary based on the state of these climate drivers. The size of the 
hindcast for ACCESS-S1 is limited due to the availability and reliance on the Met Office's initial conditions. However, for 
ACCESS-S2 we plan to create a longer hindcast set, spanning at least 30 years. 

Development of the next version of ACCESS-S (version 2) is already underway. ACCESS-S2 will include the BoM's en-
semble generation and data assimilation system (e.g., Hudson et al. 2013) and will not be reliant on the Met Office initiali-
sation strategy. The land surface will be initialised with realistic initial conditions and optimal perturbations will be ap-
plied to the atmosphere and ocean. 
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